**What is Learning?**

Learning is an important area in AI, perhaps more so than planning.

* Problems are hard -- harder than planning.
* Recognised Solutions are not as common as planning.
* A goal of AI is to enable computers that can be taught rather than programmed.

*Learning* is a an area of AI that focusses on processes of self-improvement.

Information processes that improve their performance or enlarge their knowledge bases are said to *learn*.

*Why is it hard?*

* Intelligence implies that an organism or machine must be able to adapt to new situations.
* It must be able to learn to do new things.
* This requires knowledge acquisition, inference, updating/refinement of knowledge base, acquisition of heuristics, applying faster searches, *etc.*

### How can we learn?

Many approaches have been taken to attempt to provide a machine with learning capabilities. This is because learning tasks cover a wide range of phenomena.

Listed below are a few examples of how one may learn. We will look at these in detail shortly

**Skill refinement**

-- one can learn by practicing, e.g playing the piano.

**Knowledge acquisition**

-- one can learn by experience and by storing the experience in a knowledge base. One basic example of this type is rote learning.

**Taking advice**

-- Similar to rote learning although the knowledge that is input may need to be transformed (or operationalised) in order to be used effectively.

**Problem Solving**

-- if we solve a problem one may learn from this experience. The next time we see a similar problem we can solve it more efficiently. This does not usually involve gathering new knowledge but may involve reorganisation of data or remembering how to achieve to solution.

**Induction**

-- One can learn from examples. Humans often classify things in the world without knowing explicit rules. Usually involves a teacher or trainer to aid the classification.

**Discovery**

-- Here one learns knowledge without the aid of a teacher.

**Analogy**

-- If a system can recognise similarities in information already stored then it may be able to transfer some knowledge to improve to solution of the task in hand.

**Rote Learning**

Rote Learning is basically *memorisation*.

* Saving knowledge so it can be used again.
* Retrieval is the only problem.
* No repeated computation, inference or query is necessary.

A simple example of rote learning is *caching*

* Store computed values (or large piece of data)
* Recall this information when required by computation.
* Significant time savings can be achieved.
* Many AI programs (as well as more general ones) have used caching very effectively.

Memorisation is a key necessity for learning:

* It is a basic necessity for any intelligent program -- is it a separate learning process?
* Memorisation can be a complex subject -- how best to store knowledge?

Samuel's Checkers program employed rote learning (it also used parameter adjustment which will be discussed shortly).

* A minimax search was used to explore the game tree.
* Time constraints do not permit complete searches.
* It *records* board positions and scores at search ends.
* Now if the same board position arises later in the game the stored value can be recalled and the end effect is that more deeper searched have occurred.

Rote learning is basically a simple process. However it does illustrate some issues that are relevant to more complex learning issues.

**Organisation**

-- access of the stored value must be faster than it would be to recompute it. Methods such as hashing, indexing and sorting can be employed to enable this.

*E.g* Samuel's program indexed board positions by noting the number of pieces.

**Generalisation**

-- The number of potentially stored objects can be very large. We may need to generalise some information to make the problem manageable.

*E.g* Samuel's program stored game positions only for white to move. Also rotations along diagonals are combined.

**Stability of the Environment**

-- Rote learning is not very effective in a rapidly changing environment. If the environment does change then we must detect and record exactly what has changed -- *the frame problem*.

### Store v Compute

Rote Learning must not decrease the efficiency of the system.

We be must able to decide whether it is worth storing the value in the first place.

Consider the case of multiplication -- it is quicker to recompute the product of two numbers rather than store a large multiplication table.

How can we decide?

**Cost-benefit analysis**

-- Decide when the information is first available whether it should be stored. An analysis could weigh up amount of storage required, cost of computation, likelihood of recall.

**Selective forgetting**

-- here we allow the information to be stored initially and decide later if we retain it. Clearly the frequency of reuse is a good measure. We could tag an object with its time of last use. If the cache memory is full and we wish to add a new item we remove the least recently used object. Variations could include some form of cost-benefit analysis to decide if the object should be removed.

**Learning by Taking Advice**

The idea of advice taking in AI based learning was proposed as early as 1958 (McCarthy). However very few attempts were made in creating such systems until the late 1970s. Expert systems providing a major impetus in this area.

There are two basic approaches to advice taking:

* Take high level, abstract advice and convert it into rules that can guide performance elements of the system. *Automate all aspects of advice taking*
* *Develop sophisticated tools* such as knowledge base editors and debugging. These are used to aid an expert to translate his expertise into detailed rules. Here the expert is an *integral* part of the learning system. Such tools are important in *expert systems* area of AI.

### Automated Advice Taking

The following steps summarise this method:

**Request**

-- This can be simple question asking about general advice or more complicated by identifying shortcomings in the knowledge base and asking for a remedy.

**Interpret**

-- Translate the advice into an internal representation.

**Operationalise**

-- Translated advice may still not be usable so this stage seeks to provide a representation that can be used by the performance element.

**Integrate**

-- When knowledge is added to the knowledge base care must be taken so that bad side-effects are avoided.

E.g. Introduction of redundancy and contradictions.

**Evaluate**

-- The system must assess the new knowledge for errors, contradictions etc.

The steps can be iterated.

### Knowledge Base Maintenance

Instead of automating the five steps above, many researchers have instead assembled tools that aid the development and maintenance of the knowledge base.

Many have concentrated on:

* Providing intelligent editors and flexible representation languages for integrating new knowledge.
* Providing debugging tools for evaluating, finding contradictions and redundancy in the existing knowledge base.

EMYCIN is an example of such a system.

### Example Learning System - FOO

**Learning the game of hearts**

FOO (First Operational Operationaliser) tries to convert high level advice (principles, problems, methods) into effective executable (LISP) procedures.

Hearts:

* Game played as a series of tricks.
* One player - who has the lead - plays a card.
* Other players follow in turn and play a card.
  + The player must follow suit.
  + If he cannot he play any of his cards.
* The player who plays the highest value card wins the trick and the lead.
* The winning player takes the cards played in the trick.
* The aim is to avoid taking points. Each heart counts as one point the queen of spades is worth 13 points.
* The winner is the person that after all tricks have been played has the lowest points score.

Hearts is a game of partial information with no known algorithm for winning.

Although the possible situations are numerous general advice can be given such as:

* Avoid taking points.
* Do not lead a high card in suit in which an opponent is void.
* If an opponent has the queen of spades try to flush it.

In order to receive advice a human must convert into a FOO representation (LISP clause)

(avoid (take-points me) (trick))

FOO operationalises the advice by translating it into expressions it can use in the game. It can UNFOLD avoid and then trick to give:

(achieve (not (during

(scenario

(each p1 (players) (play-card p1))

(take-trick (trick-winner)))

(take-points me))))

However the advice is still not operational since it depends on the outcome of trick which is generally not known. Therefore FOO uses case analysis (on the during expression) to determine which steps could case one to take points. Step 1 is ruled out and step 2's take-points is UNFOLDED:

(achieve (not (exists c1 (cards-played)

(exists c2 (point-cards)

(during (take (trick-winner) c1)

(take me c2))))))

FOO now has to decide: Under what conditions does (take me c2) occur during (take (trick-winner) c1).

A technique, called partial matching, hypothesises that points will be taken if me = trick-winner and c2 = c1. We can reduce our expression to:

(achieve (not (and (have-points(card-played))

(= (trick-winner) me ))))

This not quite enough a this means Do not win trick that has points. We do not know who the trick-winner is, also we have not said anything about how to play in a trick that has point led in the suit. After a few more steps to achieve this FOO comes up with:

(achieve (>= (and (in-suit-led(card-of me))

(possible (trick-has-points)))

(low(card-of me)))

FOO had an initial knowledge base that was made up of:

* basic domain concepts such as trick, hand, deck suits, avoid, win etc.
* Rules and behavioural constraints -- general rules of the game.
* Heuristics as to how to UNFOLD.

FOO has 2 basic shortcomings:

* It lacks a control structure that could apply operationalisation automatically.
* It is specific to hearts and similar tasks.

## Learning by Problem Solving

### Learning by Parameter Adjustment

Many programs rely on an evaluation procedure to summarise the state of search etc. Game playing programs provide many examples of this.

However, many programs have a static evaluation function.

In learning a slight modification of the formulation of the evaluation of the problem is required.

Here the problem has an evaluation function that is represented as a polynomial of the form such as:
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The *t* terms a values of features and the *c* terms are weights.

In designing programs it is often difficult to decide on the exact value to give each weight initially.

So the basic idea of idea of parameter adjustment is to:

* Start with some estimate of the correct weight settings.
* Modify the weight in the program on the basis of accumulated experiences.
* Features that appear to be good predictors will have their weights increased and bad ones will be decreased.

### Learning by Macro Operators

The basic idea here is similar to Rote Learning:

Avoid expensive recomputation

Macro-operators can be used to group a whole series of actions into one.

For example: Making dinner can be described a lay the table, cook dinner, serve dinner. We could treat laying the table as on action even though it involves a sequence of actions.

The STRIPS problem-solving employed macro-operators in it's learning phase.

Consider a blocks world example in which ON(C,B) and ON(A,TABLE) are true.

STRIPS can achieve ON(A,B) in four steps:

UNSTACK(C,B), PUTDOWN(C), PICKUP(A), STACK(A,B)

STRIPS now builds a macro-operator MACROP with preconditions ON(C,B), ON(A,TABLE), postconditions ON(A,B), ON(C,TABLE) and the four steps as its body.

MACROP can now be used in future operation.

But it is not very general. The above can be easily generalised with variables used in place of the blocks.

However generalisation is not always that easy

### Learning by Chunking

Chunking involves similar ideas to Macro Operators and originates from psychological ideas on memory and problem solving.

The computational basis is in production systems (studied earlier).

SOAR is a system that use production rules to represent its knowledge. It also employs chunking to learn from experience.

**Basic Outline of SOAR's Method**

* SOAR solves problems it fires productions these are stored in long term memory.
* Some firings turn out to be more useful than others.
* When SOAR detects are useful sequence of firings, it creates chunks.
* A chunk is essentially a large production that does the work of an entire sequence of smaller ones.
* Chunks may be generalised before storing.

**Inductive Learning**

This involves the process of *learning by example* -- where a system tries to induce a general rule from a set of observed instances.

This involves classification -- assigning, to a particular input, the name of a class to which it belongs. Classification is important to many problem solving tasks.

A learning system has to be capable of evolving its own class descriptions:

* Initial class definitions may not be adequate.
* The world may not be well understood or rapidly changing.

The task of constructing class definitions is called *induction* or *concept learning*

### A Blocks World Learning Example -- Winston (1975)

* The goal is to construct representation of the definitions of concepts in this domain.
* Concepts such a house - brick (rectangular block) with a wedge (triangular block) suitably placed on top of it, tent - 2 wedges touching side by side, or an arch - two non-touching bricks supporting a third wedge or brick, were learned.
* The idea of near miss objects -- similar to actual instances was introduced.
* Input was a line drawing of a blocks world structure.
* Input processed (see VISION Sections later) to produce a semantic net representation of the structural description of the object (Fig. [27](http://www.cs.cf.ac.uk/Dave/AI2/node145.html#fighousenet))
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**Fig.**[**27**](http://www.cs.cf.ac.uk/Dave/AI2/node145.html#fighousenet)**House object and semantic net**

* Links in network include left-of, right-of, does-not-marry, supported-by, has-part, and isa.
* The marry relation is important -- two objects with a common touching edge are said to marry. Marrying is assumed unless does-not-marry stated.

There are three basic steps to the problem of concept formulation:

1. Select one know instance of the concept. Call this the concept definition.
2. Examine definitions of other known instance of the concept. Generalise the definition to include them.
3. Examine descriptions of near misses. Restrict the definition to exclude these.

Both steps 2 and 3 rely on comparison and both similarities and differences need to be identified.

### Version Spaces

Structural concept learning systems are not without their problems.

The biggest problem is that the teacher must guide the system through carefully chosen sequences of examples.

In Winston's program the order of the process is important since new links are added as and when now knowledge is gathered.

The concept of version spaces aims is insensitive to order of the example presented.

To do this instead of evolving a single concept description a set of possible descriptions are maintained. As new examples are presented the set evolves as a process of new instances and near misses.

We will assume that each slot in a version space description is made up of a set of predicates that do not negate other predicates in the set -- positive literals.

Indeed we can represent a description as a frame bases representation with several slots or indeed use a more general representation. For the sake of simplifying the discussion we will keep to simple representations.

If we keep to the above definition the Mitchell's candidate elimination algorithm is the best known algorithm.

Let us look at an example where we are presented with a number of playing cards and we need to learn if the card is odd and black.

We already know things like red, black, spade, club, even card, odd card etc.

So the ![tex2html_wrap_inline8374](data:image/gif;base64,R0lGODlhEwAWAIAAAAAAAL+/vyH5BAEAAAEALAAAAAATABYAAAI2jH+gCbymomyvQeaQtTd3jkBTEmISVlIqB4oBC8bkLKr0G55o6+ZPiQMKh8Si8YhMKpfMZqkAADs=) is red card, an even card and a heart.

This illustrates on of the keys to the version space method specificity:

* Conjunctive concepts in the domain can be partially ordered by specificity.
* In this Cards example the concept black is less specific than odd black or spade.
* odd black and spade are incomparable since neither is more (or less) specific.
* Black is more specific than any card, any 8 or any odd card

The training set consist of a collection of cards and for each we are told whether or not it is in the target set -- odd black

The training set is dealt with incrementally and a list of most and least specific concepts consistent with training instances are maintained.

Let us see how can learn from a sample input set:

* Initially the most specific concept consistent with the data is the empty set. The least specific concept is the set of all cards.
* Let the ![tex2html_wrap_inline8376](data:image/gif;base64,R0lGODlhFwAYAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAXABgAAAI+jI9poArsYDuvPWlrutiFzmneh4SXtVDmWVLqKpILBLPyPNdpSevcy/iFJpFUjLjpIJfMpvMJjUqn1KrVWgAAOw==) be the first card in the sample set. We are told that this is odd black.
* So the most specific concept is ![tex2html_wrap_inline8376](data:image/gif;base64,R0lGODlhFwAYAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAXABgAAAI+jI9poArsYDuvPWlrutiFzmneh4SXtVDmWVLqKpILBLPyPNdpSevcy/iFJpFUjLjpIJfMpvMJjUqn1KrVWgAAOw==) alone the least is still all our cards.
* Next card ![tex2html_wrap_inline8380](data:image/gif;base64,R0lGODlhEwAYAIAAAAAAAL+/vyH5BAEAAAEALAAAAAATABgAAAI6jI8Gm8vtwHkSxRdq1jtOa13fOHlKRV1eeqpOl3Wuycyq0tq1topvKAliEhCi8YhMKpfMpvMJjUqnBQA7): we need to modify our most specific concept to indicate the generalisation of the set something like ``odd and black cards''. Least remains unchanged.
* Next card ![tex2html_wrap_inline8382](data:image/gif;base64,R0lGODlhFAAWAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAUABYAAAI2jI+gt2jAlJyuBfjw1ZKln3EOCFlaVabReD0ZmKSTCceoOlqRvvM8yzoBh8Si8YhMKpfMZrMAADs=): Now we can modify the least specific set to exclude the ![tex2html_wrap_inline8382](data:image/gif;base64,R0lGODlhFAAWAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAUABYAAAI2jI+gt2jAlJyuBfjw1ZKln3EOCFlaVabReD0ZmKSTCceoOlqRvvM8yzoBh8Si8YhMKpfMZrMAADs=). As more exclusion are added we will generalise this to all black cards and all odd cards.
* NOTE that negative instances cause least specific concepts to become more specific and positive instances similarly affect the most specific.
* If the two sets become the same set then the result is guaranteed and the target concept is met.

**The Candidate Elimination Algorithm**

Let us now formally describe the algorithm.

Let *G* be the set of most general concepts. Let *S* be the set of most specific concepts.

Assume: We have a common representation language and we a given a set of negative and positive training examples.

Aim: A concept description that is consistent with all the positive and none of the negative examples.

Algorithm:

* Initialise *G* to contain one element -- the null description, all features are variables.
* Initialise *S* to contain one element the first positive example.
* **Repeat**
  + Input the next training example
  + If a positive example -- first remove from *G* any descriptions that do not cover the example. Then update *S* to contain the most specific set of descriptions in the version space that cover the example and the current element set of *S*. I.e. Generalise the elements of *S* as little as possible so that they cover the new training example.
  + If a negative example -- first remove from *S* any descriptions that cover the example. Then update *G* to contain the most general set of descriptions in the version space that do not cover the example. I.e. Specialise the elements of *S* as little as possible so that negative examples are no longer covered in *G*'s elements.

**until** *S* and *G* are both singleton sets.

* If *S* and *G* are identical output their value.
* *S* and *G* are different then training sets were inconsistent.

Let us now look at the problem of learning the concept of a flush in poker where all five cards are of the same suit.

Let the first example be positive: ![tex2html_wrap_inline8422](data:image/gif;base64,R0lGODlhlgAaAIAAAAAAAL+/vyH5BAEAAAEALAAAAACWABoAAAL+jGGpC70PYUOxSmczw7qryWzHRH2kRoJJ2p2birombLGBPNLcjt92/fP1LocXLfZIlTKcorF5W30qSk+kypyugsjnEri99BzN7+yYPUOJzhwa7PVgzNshjitcU8X6Z3JYcwUo0SaIdkcxp/SWpIZnVLfY8rXIGPZWWcaomMm0lNnnI+Qm6en1WCf61+mmJQoaOhJZuScLSxfiiCUoe/qDaAsLVHJbW1RMBIUsFqb7q3MpHLU6W2r2mUc7He3rcv1JKZ1nojpepacDcv7ddrIecqjOoqwS5P68nfMSBYP7jQBwB7MZ/ASKMFSQmBVqAbGV65JrIbqFvSJSnEjxD5s9WJMy8vKoESQbkYFckTyJMqVKj9dWunwJM6bMmTRr2ryJM6fOnTx7+vwJNKjQoUSLGj2KNKnSpUybOqVYAAA7)

Then we set   
![eqnarray2378](data:image/gif;base64,R0lGODlh9AEpAIAAAAAAAL+/vyH5BAEAAAEALAAAAAD0ASkAAAL+jI+py+0Po5y02ouz3rxHACaAR5amMSJgerbuC8fyTItryNZKaOt+y1PlfsSi8YjUBVFD4jLwTEohzej0is1qi9bm7+ndZsFhsfmMTlPLyKVVnXSz4fS63fiWym23yi3f8De38+dX+LB3p7jISANIIdiHkcgEtQI5IjmBc7mZ2SnB+Wgp1Gh6irohB8pFCYVCugk7KjI7qGILmYs4RJv6C9wYdSvDOtxLOwzLWxsb6DV6TNYTXG2NOm0RyWpYevC57MwA/lqZR56SXob+DcheSeh9PU9fl224neHaFwTGR+6tyqV9/5xlwiWEUzuB8uo5fLiFh6Y2OVYZq4hsIjz+adxikdGUrt0/N+HgmYSIMmUcXzX8feiFiQWxcv1egpQlDpnKnTx7xmv4rFmoZcQkyvSD8IPJez6bOq3HdBwolpJ8CTrJy6gnktSeev0KjNtMrxnBmj1bbSzatWzbun0LN67cuXTr2r2LN6/evXz7+v0LOLDgwYQLGz6MOLHieWJDsXTQ8ULkSY+3CmWidnHiqxR/HkoYjTPmZB0/rxGrUWonjaaPaX4NueLKrqYtpSY0UXTQcgsn7+5tFeZI4UBhG3d5BDlv3L5tNi+J8Xbs4Y5FMo9a2bjg7MUwJr0+NuNzg6Arfxy/8VlqV9phS2/VsLZtqgvkX7+vCz+VkvX+13tv3559p0Wiz38bqZPPfsAJ2NuC73U1n2792dZfgidxB2Bg6MVwkVSjETidg++J8qGEHorY3EDQbNOPThkCiGEJHX4jEovPtWhjIDXaeEt0LIbIkYVRvXiYizGBKJmBHn2So3oo+iYbj+sAFCGSuFn3ZIvFEWkYcUea6El8Oza5HGZZHvUdkz+WSYpFCTKEZYmiscdllzJl5sI+APFziDSgVYmVRA1epQxqoqhYUIR/zqlknYht6IiXFCb0ijH1Xcnkd2ZSmil/WC1UaU2UHWTplo6eCsOQv1320jjd7EDZpaqsCCGqtr6g6qscxGhqrHn+dGuweSrnHh/CHtsEUrAFAAA7)

No the second example is negative: ![tex2html_wrap_inline8424](data:image/gif;base64,R0lGODlhkwAaAIAAAAAAAL+/vyH5BAEAAAEALAAAAACTABoAAAL+jGGpC70PVUOHxsuwlq7ufzyWF0wdN22mta7qyYFVOrejBscMy9NJ+/Lxfrdd6WaSkULL3MU5E/0kTxcOMspWl0zodgpm4qBJI6xILGPQaLGo3fFGzs8PogjcndVpeZ8113bkc5QBghSo4jZo1acTZ+MHyRWGRTFp9JJpeFWCYvOZyAiquVhYBwYnSCS1ier5l8dI5RHJx0lXOUcLq9PZarrbZNuTdXlHLIgZ5ec2xLrlldLsXEw6G+aQfAmcc9sLvUeJhFzlhLdJHMp6kgR0Xv4mb4YXPz64Vr+O7c6nrQcQGaA3yrCI0oPO1SteMuKcSrVKYTAlDA+xoagIIyU9EtTGaLSkUd9HkCOF6SqJMqXKlYeAsXwJM6bMmTRr2ryJM6fOnTx7+vwJNKjQoUSLGj2KNKnSpUybOv1ZAAA7)

We must specialise *G* (only to current set):

![eqnarray2385](data:image/gif;base64,R0lGODlh9AFZAIAAAAAAAL+/vyH5BAEAAAEALAAAAAD0AVkAAAL+jI+py+0Po5y02ouz3jyDnwDdyH0iiV5nyrbuC8eyZZrBOjNgiOdevTMAfbEg8YhMKpcY462XdDqZESDOSkVBs9yu9/tbbI9SsAZrbo7T7LYbOe0a4+9DD12X0PP8vp+ylzV3N1SBx7JV+HBYpajnKLb2N0lJGWhoZaNyxfl0qQBS05gpyUnqEKr56CkJKiKK2lo5S8s2qKqEOyf0ZMj7qYZAihvyKytsDJgcW9vs7DZ1LKMLJQXci3wzEjRM7FqM3RD3aW39fI7OZb55uil8hb1CHi/0Wj2sw929Zs+rHQ6KXr1SAsdJS4cw4TZCatrR6GTHhj5w71LxcOWQh7z+ff4q9otoB+NHbfA8xosmT6HKlVpOwBIEcSC1dyLXbaCWShTKlyB3qnIJ0iO3jvWKsjyKtCGYMo0ojtqGkeRQPUal4bFqlOjBpFy7LmUIgSnVfy/GrRKoLGSVrLu8un0LDWysiY+uIbI6xC6rrIt00YQLOLAcsYLTbC2MOHGOw4obO34MObLkyZQrW76MObPmzZw7e/4MOrTo0aRLmz6NOrXq1axbf2Gs0BsT2K5rx+XKUybtFnpt+za8e9IOQrmpBP+NfMnxPyV1L2+ZPHqe3rWmOv8qPbst4rL7Fvfe/UxxSPm+zw3PV7t6mDTNi7OnNyfejBH10b/oPtJeZuv++xsvORJ6/3wElDjLuHRcTs6Rp9ZI6WUT4Ez+TRjFPfqFxdAlTFFHkXz3XRQVf3+NSGGJM+wyHIlioPVgSCkGVRN58OzDD4uvGPiiJyCayCMMtzhI2F6DZFOfgwAVyQhZUnWjVpHhFKikkCkp2VaPVnbwo01HHvITd1Nx+NdGHiKoUZc6eQngRjBeyaYHEwSJSkfHDLccMRLp2OSbeS7CllNt/gnInH6N0tx5YL45xlawHPQSnIA+KiImYfBx6KFRWgqplc+ltmmmbXbqaaiijkpqqaaeimqqqq7KaquuvgprrLLOSmutV4JamIA02Mompm5BwuCkvJroK1zl6Or+y7DEenZssSoqq56zbzWL65HQZkftQ/lFsi23yJ7hraDbSnstaEN2i9+3RaHbHrJMRvpuPvu9V+56bUXYClAvEiSVP4HoGxOWpnzo70la1hsdShf2lS7DEMqykxZCZeLwmhYjjByKUFpbTI4tHvhsx1DeGON3FiFJsQ4FKYyxdD8CFOSZJHK35ZQm7RsugycvqAjNOI9YbcuUZSlXzTx1WeaXZCaNILs4HssKnUw3CBG5QlvG6B16kiVon8nelGgoeBIVJ8xEXu0aMEfXVeh7jQZqtbwrEjoz2raBWelucU8TXMB2txa0aYH/fdnghB+OeOKKL854444/Dnnkkk/+Tnnlll9+teGf2akR5oVr3lghuTnCsueS7T0ZnIxYaPrpGasZ444ft54r6I95PLXsqNNeHZraqnsdJk4HzxvZNX1zMe+1t9ubfIHOu8rwzmNIcC+yxQuz7cr7ce+TGoIcJTgEzj5g9mUTCPxcHHOU3u7bC8e67PS2W7G/EN9zv/xgP0ijxe6/z70Zbex7uNvD+JKHjByRTGX7ogP2KuI/9pkPgIh52ZD2JKW63Uwu+DugzZz0M6aZ54Iou4rfKGisgdnEJ7eI4NtOEruoGUmGVAMbnXACH6QhEIVeydrZwiKnpjxpV8YzEMdccKdB7ZCHuBHXB8Hzw/L8BG4bgyIcHBJRNCZOCzaWypuwKhE/LQJGe6MhjhhzhaoCAAA7)

*S* is unaffected.

Our third example is positive: ![tex2html_wrap_inline8430](data:image/gif;base64,R0lGODlhmQAaAIAAAAAAAL+/vyH5BAEAAAEALAAAAACZABoAAAL+jGGpC70PYUOxSmeznbor/jHUhH2kB5rpth6nVrqxPFdkG9xmUuoqfslRaLUHZkhEXmJH0SvDVN6kvFBkChshsVDe1gf9un5FkfH7HDNtYPa1fbUmO+uqN/0+k5XCKA6+VANoJEdEt1XYV+YVRHYWNabIlSeUhGdWKTm4Y3dgCRSp8unHFzm1mWN1esmYuQoammr3WiY4RHu7kqs5SViFW3qXCsxSiEDcyImsqHyMaxOyrFcpPe35+xx0tE17h6iWzbfN6yM+MgpSCkmdLavWtzeZ5tDDgWWbyXxvnn+y75TOmTdNsfzpsgeGnpOFzm5REtawkyhREa9lkaJQ1yNWhRThzQqWLNEhCR44MShZjOSbWuq0oAz5ElNMazOzsAEJTWTNnTx7+vwpEifQoUSLGj2KNKnSpUybOn0KNarUqVSrWr2KNavWrVy7ev0KNqzYsWQzFAAAOw==)

Firstly remove inconsistencies from *G* and then generalise *S*:

![eqnarray2407](data:image/gif;base64,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)

Our fourth example is also positive: ![tex2html_wrap_inline8436](data:image/gif;base64,R0lGODlhngAaAIAAAAAAAL+/vyH5BAEAAAEALAAAAACeABoAAAL+jGGpG+D5mGQOHTtzhTh7GjXdp4Vhs5zKWbWb915uLLXcrNajLeOk6OrNOMQJqygqJQ/I3IUJXUpBLAvmiv1Uo6YrpNQJr4xW7/dMKYrR5FU5imKD5msuwsmsp3U1jXEc1wejZ+WnlHJn2PMX2OhGRjOClAIo+TQICGU5hci3WYVXOCn3KOW0uRRxSnJ0tnrodme5Q4O2M8cIJ4mXalaKyeY72knsyMlDeRmslanL+kD4MxVNivvbOFuLTSvLLLfBewnKCYsdS05XFgadrUJLtUucg/wtGjvLp8Yd3ynb/hkDGT1lo9i1KfbkVDZEPAxaG2ZjIMF+0gQlQ7jn4g1aRRoHocKnA1yuPeEqVjPZDGVGlT9QLTKpyiXKkhVpSrPJEt25mR1z+vwJNKhQGCuHGj2KNKnSpUybOn0KNarUqVSrWr2KNavWrVy7ev0KNqzYsWTLmj2LlkEBADs=)

Once more remove inconsistencies from *G* and then generalise *S*:

![eqnarray2434](data:image/gif;base64,R0lGODlh9AEpAIAAAAAAAL+/vyH5BAEAAAEALAAAAAD0ASkAAAL+jI+py+0Po5wJ2Eqz3rz7D4biSJamAURWerbKugasq87HRef6zvch7gtmgA+i0GM0HpO2o/MJjQ5ZSulSUrUWmyhpUgsOi5/Zca6MQJtRXC1RvY7L5w44XQS3i/VLGxN2AsM3BWgi2PYjGBhzU3iYwsgG5IgzeaHYcKihScHZicmQhyg3WPdYmuanKhO5dfoC2Wr6Cstqd1p1KZuJu6B72+vLNswqSXVMPIPMaIlsajsaGjv4G+07HS16V6G6G9T61oUKQVVsKG69UT5Ojr7ITWwu0zhsCS9vrraejjFP7d4JoLQa2+j1iwKOy58RSsol6sfunkQQf/iRi6QsjcH+eV1gTbpxEBhEghrxXTt5kdsbfhGdMFEXDGYqjZU2enz0Ih+9hjFpOnSWihaGmpKkCfXZsQyuNrpAFotlkFmtj7Z2Ps2k82m2rEBzEq1ah6vCdC1dNhm3tMPKoFDj3fTUqOlEY3DjtnVrt64xeZCM4ryZL0vaWhw5XuJ7zKFhxYmt3j0b42VHtvjCUf7oB3AlyYXnbttcluGqvKM/6A192iKvQoYTsVas9rUme2AxgfLEjDZpiTxZR4X8enJvjJMDDyyocs9ZLKpjNx+CFw+ocyaRc1ANbgJQlre1x8uM0jopyCRpwBYdvcRz6NXFs1chnPn3952LJANP2P0azqv+138K7ReAfrngm35TMKebK7lptyCCGdk0k4H7fSFhhRZeSAd3/mEoxIYcfghiiCKOSGKJJp6IYooqrshiiy6+CGOMMs5IY4023ohjjjruyGOPPv4IZJBCDklkkUZ+KIuHRy4JI3Aj6tXhWExOeVyNPIVoGRT8UcmlcTNKieRyCInZZZkRyrilhQKSsJaZbrbnYpscFjjmmXQp2d+aKnlD0XRs+indSrkpklAzjSGGTTaAXkSngqhAaZOebjTK6F8yRYqNg6lBo+mi1dRw1E58vuVpppVC6sxme3n51TKqFgWnqKV8yiCnn9haZaxqSgpTaa2B9oNA56kDUFfE+uP+q1rFjnprhLop4yqEr95nH7JJVduWsSXdpeuviSXLKxjhEmJndGteCSCF6Y6FZ7nnElcctE7Vt2phZIo0kzbbWtNbeeaShyHA/1m6ia/ZQsjWaVmVCw2UByPcsKcL93VNqMXCSmqjci1m7X3DbnzoVYeFsnB6IH2l68P+2EdUkslWSObAkPor6GOjDHaZwAmXuvG/FnPacoA8P8xUT1E5dRhtUiXFGMZJ87VnZfjZZRJVVAc979U/2TmuWRD3wfV06xbIbKdI48nJzAwG1+2ppNkMq22yze00cIUijBu1O9/pM7wJdk0G4AUftIUOwz7UtmnmmUwidvGRZDUWJcE5BzXDb1ZNVtmmaX7dooG221+LFvk2encOZq2gtKD/mOblXUbUEuxKgul6UITXjvuJTuZeLe++21gAADs=)

* We can continue generalising and specialising
* We have taken a few big jumps in the flow of specialising/generalising in this example. Many more training steps usually required to reach this conclusion.
* It might be hard to spot trend of same suit etc.

### Decision Trees

Quinlan in his ID3 system (986) introduced the idea of decision trees.

ID3 is a program that can build trees automatically from given positive and negative instances.

Basically each leaf of a decision tree asserts a positive or negative concept. To classify a particular input we start at the top and follow assertions down until we reach an answer (Fig [28](http://www.cs.cf.ac.uk/Dave/AI2/node147.html#figdectree))

![http://www.cs.cf.ac.uk/Dave/AI2/dectree.gif](data:image/gif;base64,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)

**Fig.**[**28**](http://www.cs.cf.ac.uk/Dave/AI2/node147.html#figdectree)**Edible Mushroom decision tree**

**Building decision trees**

* ID3 uses an iterative method.
* Simple trees preferred as more accurate classification is afforded.
* A random choice of samples from training set chosen for initial assembly of tree -- the window subset.
* Other training examples used to test tree.
* If all examples classified correctly stop.
* Otherwise add a number of training examples to window and start again.

**Adding new nodes**

When assembling the tree we need to choose when to add a new node:

* Some attributes will yield more information than others.
* Adding a new node might be useless in the overall classification process.
* Sometimes attributes will separate training instances into subsets whose members share a common label. Here branching can be terminates and a leaf node assigned for the whole subset.

Decision tree advantages:

* Quicker than version spaces when concept space is large.
* Disjunction easier.

Disadvantages:

* Representation not natural to humans -- a decision tree may find it hard to explain its classification.
* **Explanation Based Learning (EBL)**
* Humans appear to learn quite a lot from one example.
* Basic idea: Use results from one examples problem solving effort next time around.
* An EBL accepts 4 kinds of input:
* **A training example**
* -- what the learning *sees* in the world.
* **A goal concept**
* -- a high level description of what the program is supposed to learn.
* **A operational criterion**
* -- a description of which concepts are usable.
* **A domain theory**
* -- a set of rules that describe relationships between objects and actions in a domain.
* From this EBL computes a generalisation of the training example that is sufficient not only to describe the goal concept but also satisfies the operational criterion.
* This has two steps:
* **Explanation**
* -- the domain theory is used to prune away all unimportant aspects of the training example with respect to the goal concept.
* **Generalisation**
* -- the explanation is generalised as far possible while still describing the goal concept.

### EBL example

Goal: To get to Brecon -- a picturesque welsh market town famous for its mountains (beacons) and its Jazz festival.

The training data is:

near(Cardiff, Brecon),

airport(Cardiff)

The Domain Knowledge is:

    near(x,y) ![tex2html_wrap_inline7782](data:image/gif;base64,R0lGODlhCQALAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAJAAsAAAIUjAOnkGrsUGoHwkfzwmvSh0TMVxUAOw==) holds(loc(x),s) ![tex2html_wrap_inline7156](data:image/gif;base64,R0lGODlhDgAGAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAYAAAIPjI8BybbNFpi0VngmzqYAADs=) holds(loc(y), result(drive(x,y),s))

   airport(z) ![tex2html_wrap_inline7156](data:image/gif;base64,R0lGODlhDgAGAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAYAAAIPjI8BybbNFpi0VngmzqYAADs=) loc(z), result(fly(z),s)))

In this case operational criterion is: We must express concept definition in pure description language syntax.

Our goal can expressed as follows:

holds(loc(Brecon),s) -- find some situation *s* for this holds.

We can prove this holds with *s* defined by:

result(drive(Cardiff,Brecon),

result(fly(Cardiff), s')))

We can fly to Cardiff and then drive to Brecon.

If we analyse the proof (say with an ATMS). We can learn a few general rules from it.

Since Brecon appears in query and binding we could abstract it to give:

holds(loc(x),drive(Cardiff,x),

result(fly(Cardiff), s')))

but this not quite right - we cannot get everywhere by flying to Cardiff.

Since Brecon appears in the database when we abstract things we must explicitly record the use of the fact:

near(Cardiff,x) ![tex2html_wrap_inline7156](data:image/gif;base64,R0lGODlhDgAGAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAYAAAIPjI8BybbNFpi0VngmzqYAADs=) holds(loc(x),drive(Cardiff,x), result(fly(Cardiff), s')))

This states if x is near Cardiff we can get to it by flying to Cardiff and then driving. We have learnt this general rule.

We could also abstract out Cardiff instead of Brecon to get:

near(Brecon,x) ![tex2html_wrap_inline7782](data:image/gif;base64,R0lGODlhCQALAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAJAAsAAAIUjAOnkGrsUGoHwkfzwmvSh0TMVxUAOw==) airport(x) ![tex2html_wrap_inline7156](data:image/gif;base64,R0lGODlhDgAGAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAYAAAIPjI8BybbNFpi0VngmzqYAADs=) holds(loc(Brecon), result(drive(x,Brecon),   
result(fly(x),s')))

This states we can get top Brecon by flying to another nearby airport and driving from there.

We could add airport(Swansea) and get an alternative means of travel plan.

Finally we could actually abstract out both Brecon and Cardiff to get a general plan:

near(x,y) ![tex2html_wrap_inline7782](data:image/gif;base64,R0lGODlhCQALAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAJAAsAAAIUjAOnkGrsUGoHwkfzwmvSh0TMVxUAOw==) airport(y) ![tex2html_wrap_inline7156](data:image/gif;base64,R0lGODlhDgAGAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAYAAAIPjI8BybbNFpi0VngmzqYAADs=) holds(loc(y), result(drive(x,y),result(fly(x),s')))

## Analogy

Analogy involves a complicated mapping between what might appear to be two dissimilar concepts.

   Bill is built like a large outdoor brick lavatory.

   He was like putty in her hands

Humans quickly recognise the abstractions involved and understand the meaning.

There are two methods of analogical problem methods studied in AI.

### Transformational Analogy

Look for a similar solution and copy it to the new situation making suitable substitutions where appropriate.

E.g. Geometry.

If you know about lengths of line segments and a proof that certain lines are equal (Fig. [29](http://www.cs.cf.ac.uk/Dave/AI2/node154.html#figline)) then we can make similar assertions about angles.

![http://www.cs.cf.ac.uk/Dave/AI2/line.gif](data:image/gif;base64,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)

**Fig.**[**29**](http://www.cs.cf.ac.uk/Dave/AI2/node154.html#figline)**Transformational Analogy Example**

* We know that lines *RO* = *NY* and angles *AOB* = *COD*
* We have seen that *RO* + *ON* = *ON* + *NY* - additive rule.
* So we can say that angles *AOB* + *BOC* = *BOC* + *COD*
* So by a transitive rule line *RN* = *OY*
* So similarly angle *AOC* = *BOD*

Carbonell (1983) describes a T-space method to transform old solutions into new ones.

* Whole solutions are viewed as states in a problem space -- the T-space.
* T-operators prescribe methods of transforming existing solution states into new ones.
* Reasoning by analogy becomes a search in T-space -- means-end analysis.

### Derivational Analogy

Transformational analogy does not look at how the problem was solved -- it only looks at the final solution.

The history of the problem solution - the steps involved - are often relevant.

Carbonell (1986) showed that derivational analogy is a necessary component in the transfer of skills in complex domains:

* In translating Pascal code to LISP -- line by line translation is no use. You will have to reuse the major structural and control decisions.
* One way to do this is to replay a previous derivation and modify it when necessary.
* If initial steps and assumptions are still valid copy them across.
* Otherwise alternatives need to found -- best first search fashion.